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Abstract – In this research work HAAR and Gabor wavelet is used for feature extraction process. 

Feature extraction is the important part in retrieving image from the data set. The features of the 

media items are extracted and their values and indices are saved in the database. Then the index 

structure is employed to ideally filter all irrelevant things by checking attributes with the user’s 

question. Relevance is judged based on the content of media things. With the help of feature 

extracted from image a histogram is created. For Filtering the photographs median filter is 

employed. The median filter could be a non –linear digital technique, usually used to remove 

noise. Jec (joint equal contribution) and l1-l2 (lasso) algorithm helps in similarity comparison of 

image. It matches the extracted features of image to the dataset images. Lasso is applied to 

identify those features that are more relevant for capturing image similarity. After getting the 
similarity images similar to the query image get retrieved. We have used recall and precision as 

the deciding factor for evaluating the performance of the CBIR. 
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I. Introduction 

Image retrieval normally and content-based image 

retrieval (CBIR) specifically are well-known fields of 

analysis in data management within which an oversized 

range of ways are planned and investigated however 

within which still no satisfying general solutions exist. 

The requirement for applicable solutions is growing 

because of the increasing quantity of digitally made 

pictures in areas like drugs, journalism and personal life, 

requiring new ways that of accessing pictures. For 

instance, medical doctors got to access massive amounts 

of pictures daily [1], home-users typically have image 

databases of thousands of pictures [2], and journalists 

additionally got to look for pictures by varied criteria [3, 

4]. Nowadays, the amount of information available to 

ordinary people is in digital format, which is breath 

taking. The fast growth of the amount of digital material 

available can be explained by the new models of digital 

media production, distribution and consumption. 

Information distribution and creation were restricted to 

experts and media companies. This changed radically 

with the appearance of the Internet and the first web 

browser; which revolutionized the distribution of 

information.  

The ease of creating new web documents and linking 

them to existing ones can cause exponential growth of 

the publicly available digital material. Therefore, even if 

we assume that in a specific context we can have a fixed 

set of keywords to annotate the images, using one word 

or another relies on the subjective judgment of the person  

 

 

 

performing the task. Due to the rich content of images, 

different persons may perceive them differently and 

annotate them with different keywords.  

To overcome these difficulties, question by content or 
content-based retrieval has recently been projected as an 

alternate to text-based retrieval for retrieving media like 

pictures, audio and video. It indexes the media 

documents that are supported options extracted from 

their content instead of by textual annotations. Content-

based image retrieval (CBIR) has been an active space of 

analysis, promising to produce powerful tools for 

database management within the close to future. CBIR 

captured the interest of each tutorial moreover because 

the industrial analysis communities. The interest is giant 

enough that the motion picture experts cluster (MPEG) 

dedicated a customary known as MPEG-7: the 
“Multimedia Content Description Interface” to allow the 

interoperability between the devices and its applications 

attempting to solve parts of this problem. In the past, 

many CBIR systems are planned and everyone these 

systems have one issue in common: pictures are 

delineated  by numeric values, known as options or 

descriptors, that area unit meant to represent the 

properties of the photographs to produce meaning 

retrieval for the user. Only recently have some normal 

benchmark databases and analysis campaigns been 

created which permit for a quantitative comparison of 
CBIR systems. These benchmarks enable the comparison 

of image retrieval system under totally different aspects 

like usability and user interfaces, combination with text 

retrieval, or overall performance of a system. However, 

to our information, no quantitative comparison of the 
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building blocks of the systems, the options that are used 

to compare pictures, has been conferred so far. Automatic 

image annotation has been studied extensively for a 

many years.  AIA is defined because the method by that a 

computing system mechanically assigns information 

within the sort of text description or keywords to a digital 

image. This method is employed in image retrieval 
systems to find pictures and organize pictures of interest 

from information. AIA are often seen additionally as a 

multi-class object recognition drawback that could be a 

difficult task and an open drawback in laptop vision. The 

importance of this task has increased with the expansion 

of the digital pictures collections. A very important 

quantity of digital footage is generated every year and 

therefore there's a requirement for an efficient image 

management system that's capable to fast searching, 

browsing by topic (e.g. using Google Picasa or tagging 

pictures. Content-based Image Retrieval (CBIR) has been 
studied for many years. A possible approach is to get a 

matter description from the image and so use text 

retrieval for searching. a unique approach is to mix 2 

modalities for instance text and visual options once 

indexing pictures. Image retrieval supported text is 

typically known as Annotation primarily based Image 

Retrieval (ABIR) [Inoue (2004)]. 

II. Related Work History 

The Object recognition is very challenging tasks. For 

this reason variety of models employing a discrete image 

vocabulary are planned for the image retrieva task. One 

approach to mechanically retrieving pictures is to appear 

at the likelihood of associating ideas with image regions. 

[Mori Y., et al. (1999)] used a Co-occurrence Model 

during which they checked out the co-occurrence of ideas 

with image regions created employing a regular grid. To 

estimate the proper likelihood this model needed large 

numbers of training samples. Every image is converted 
into a group of rectangular image regions by an everyday 

grid. The keywords of every training image are 

propagated to every image region. The main 

disadvantage of the on top of Co-occurrence Model is 

that it assumes that if some keywords are annotated to a 

picture, they're propagated to every region during this 

image with equal possibilities.  [Duygulu P., et al. 

(2002)] represented pictures using a vocabulary of blobs. 

Image regions were obtained using the Normalized-cuts 

segmentation formula. For every image region thirty 

three options like color, texture, position and form data 

were computed. The regions were clustered using the K-
means clustering formula into 500 clusters referred to as 

“blobs”. The vector measure image regions are treated as 

“visual words” and also the relationship between these 

and also the matter keywords is thought as that between 

2 languages, like French and German. The training set is 

analogous to a group of aligned bitexts – texts in 2 

languages. Given a take a look at image, the annotation 

method is similar to translating the visual words to matter 

keywords employing a lexicon learned from the aligned 

bitexts. This annotation model known as Translation 

Model was a considerable improvement of the Co-

occurrence model. [Jeon J., et al. (2003)] viewed the 

annotation method as analogous to the cross-lingual 

retrieval drawback and used a Cross Media relevance 

Model to perform each image annotation and hierarchal 

retrieval. The experimental results have shown that the 
performance of this model on a similar dataset was 

significantly higher than the models projected by [Mori 

Y., et al. (1999)] and [Duygulu P., et al. (2002)]. The 

essential plan is that of finding the training pictures that 

are just like the check image and propagate their 

annotations to the check image.. 

III. Proposed Methodology 

The methodology persuaded for optimizing the feature 

extraction technique of a CBIR algorithm for retrieving 

an image from the large database on the basis of their 

visual content.  Briefly discussed in this chapter is the 

method used to optimize the feature extraction technique 

in CBIR algorithm. 

 

 

 

 

 
 

 

 

 

 

 

 

 

 

 

 
 

 

 

 

 

 

 

 
Fig.1 CBIR algorithm using of Gabor and haar wavelet, Lasso and 

JEC 

 

The purpose of this chapter is attaining the objective of 

this research. The methodology for assessing the retrieval 

performance of the optimized feature extraction 

technique in Content Based Image Retrieval algorithm is 
also discussed. 

The feature extraction is an important step for improving 

the retrieval performance in any Content Based Image 

Retrieval system. It is performed on features by several 

ways to get information about the content of an image. 

The CBIR is also called Visual Information Retrieval. 

Content based image retrieval is categorizes features 

Median Filtering          
B = medfilt2 (A) 
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according to the levels which describe the contents of an 

image as: 

•Low level features (human vision related) 

•Middle level features (object related) 

•High level features (semantic related) 

Among them, Low level is widely used in image retrieval 

for its simplicity as compared to other feature. Low level 
features describe human vision perspective contents of an 

image such as color, texture and shape. 

 

III .1. Median Filter 

 

Median filtering is a non-linear operation in image 

processing which is often used for reducing salt and 

pepper noise. To reduce noise and preserve edges, 

median filter is more effective. Filtering is a way to 

modifying or enhancing the image. In image processing 

filtering include smoothing, edge enhancement and 

sharpening. Filters helps in removing some features and 

emphasize certain feature. 

B = medfilt2(A) 

 

III .2. Color Histogram 

 

Color histogram defines only color distribution in an 

image. Hence for the better retrieval of an image, fusions 

of color descriptors are necessary to perform feature 

extraction task. The feature extraction technique in CBIR 

algorithm is proposed by Gaurav .et al makes use of 

color histogram. But the researcher proposes to add 

another color descriptor being used by the algorithm. In 

this color correlogram is added to enhance the 

performance of the CBIR algorithm, with the color 

histogram. The use of Color correlogram will reduce the 

complication of using Histogram, as in the original CBIR 

algorithm, for better retrieval of images.  

HE=histeq(GImage); 

 

III .3. JEC (Joint Equilibrium Contribution) 

 

The proposed method where joint equal contribution 

(JEC) of simple global color and texture features can 

outperform the state-of-the-art annotation techniques 

[10]. Our idea is that if such simple features could do so 

well, then the combination of higher-level features would 

do even better. 

Since, in JEC, each feature contributes equally 

towards the image distance, firstly need to find the 

appropriate scaling terms for each feature. These scaling 

terms can be determined easily if the features are 

normalized in some way, but in practice this is not 

always the case. It can obtain estimates of the scaling 

terms by examining the lower and upper bounds on the 

feature distances computed on some training set. Its scale 

the distances for each feature such that they are bounded 

by 0 and 1. If denote the scaled distance as  ( , )

k

i jd  . 

It can define the comprehensive image distance 

between images iI
 
and jI   as 

( , )

1

k
N i j

k

d

N  

 This equation refers to this distance as joint equal 

contribution (JEC). 

IV. Simulation Results 

The goal of our work wasn't to develop a brand new 

annotation technique however produce a family of very 

easy and intuitive baseline ways for image retrieval. 

comparison existing retrieval techniques with the 

projected baseline ways helps we tend to higher perceive 

the utility of the elaborate modeling and training steps 

used by the prevailing techniques. By using the mixture 
of Gabor, Lasso and JEC we discover the increased 

efficiency in retrieval of pictures. The simulation results 

are as follows: 

 

 
 

Fig.2 Final Project Model 

 

 
 

Fig.3 Select Data Set 
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Fig.4 Load Data set 

 

 
 

Fig.5 Annotations 

 

 
 

Fig.6 Histogram Value of Object 

 

 
 

Fig.7 autocorrelation diagram 

 

 
 

Fig.8 Result Retrieved Image As part of Image 

V. Conclusion 

The task of automatic image retrieval is of great 

interest as a result of it will play a vital role in building a 

good engine for image annotation. Image retrieval is 

main a part of information acknowledgement and looking 

of explicit pictures from an oversized information. 

During this work HSV histogram apply to separate the 

colour. Gabor wavelet extract feature and with the 

assistance of JEC and L1, L2 we tend to get best 

retrieved image of the information set. Within the 

planned system we tend to retrieve the relevant pictures 

from the big collection of pictures on the bases of 
texture, form and color. By using the mixture of Gabor, 

Lasso and JEC we discover the increased efficiency in 

retrieval of pictures. 
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