
International Journal of advancement in electronics and computer engineering ( IJAECE)
Volume 10, Issue2, Feb. 2021, pp.140-145, ISSN 2278 -1412

Copyright © 2012: IJAECE (www.ijaece.com)

140

Medical Image Fusion Based on Mamdani Type Min-sum
Mean-of- max and Redundancy DWT Techniques with

Quantitative Analysis
Deepali Pandey1, Chhatrapani Gautam2

1M.tech scholar, VITS Satna(M.P.) , Dipalipandey28@gmail.com
2Assistant Professor, VITS Satna(M.P.) , acpg.77@gmail.com

Abstract- Medical image fusion has revolutionized medical analysis by raising the
preciseness and performance of computer assisted diagnosing. This fused image is a lot
of productive as compared to its original input images. The fusion technique in medical
images is beneficial for resourceful disease diagnosing purpose. This paper illustrates
completely different multimodality medical picture combination method and their
consequences evaluate with various quantitative metrics. Firstly 2 registered pictures CT
(anatomical information) and MRI-T2 (functional information) are taken as input. Then
the fusion techniques are applied onto the input pictures such as Mamdani kind
minimum-sum-mean of maximum (MIN-SUM-MOM) and Redundancy discrete wave
transform (RDWT) and so the resulting fused image is analyzed with quantitative metrics
namely Over all irritated Entropy, Peak Signal –to- Noise ratio (PSNR), Signal to Noise
ratio (SNR), Structural Similarity Index(SSIM), Mutual Information(MI). From the
derived results it's inferred that Mamdani type MIN-SUM-MOM is more productive than
RDWT and also the projected fusion techniques provide additional info compared to the
input images as justified by all the metrics.
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I. Introduction

Cloud Image compression is minimizing the mass in
bytes of a graphics file without demeaning the quality of
the image to an unacceptable level. The reduction in file
size permits additional images to be deposited in a given
amount of disk or memory space. It also minimizes the
time demanded for images to be transfer over the Internet
or downloaded through Web pages.
There are several numerous techniques in which image
files can be compressed. For Internet utilization, the two
most general compressed graphic image arrangements
are the JPEG scheme and the GIF scheme. The JPEG
procedure is more often utilized for photographs, while
the GIF procedure is generally utilized for line art and
next images in which geometric shapes are relatively
normal. Other methods for image compression involve
the utilization of fractals and wavelets. These procedures
have not gained widespread acceptance for utilization on
the Internet as of this writing. However, both procedures
give promise because they produce higher compression
ratios as comparison to that of the JPEG or GIF
procedures for some types of images. Another latest
procedure that may in time substitute the GIF
arrangement is the PNG formulation.
Compressing an image is importantly different than the
compressing raw binary data. Of course, general-purpose
compression programs can be utilized to compress
images, but the output is less as that of the optimal. This
is because images have certain statistical characteristics,
which can be exploited by encoders specifically

generated for them. Additionally, some of the finer
information in the image can be relinquish for the sake of
depositing a additional bandwidth or storage space. This
also means that lossy compression procedures can be
utilized in this field.
A text file or program can be compacted without the
introduction of errors, but only up to a certain limit. This
is termed as lossless compression. Above this point,
errors are to be produced. In text and program files, it is
significant that compression be lossless as a single error
can seriously destruct the meaning of a text file, or
reason a program not to sprint. In image solidity, a small
loss in quality is generally not considerable. There is no
"critical point" up to which solidity works correctly, but
over which it becomes not-possible. When there is some
forbearance for defeat, the compression factor can be
better than it can when there is no loss forbearance. Due
to this reason, graphic images can be compressed. more
than text files or programs.

II. RELATED WORK
In this section describe about the existing work those
provide medical image analysis and try to detect tumor in
image-
JUSTIN KER, [1] “Deep Learning Applications in
Medical Image Analysis” In this title they discuss The
tremendous success of machine learning algorithms at
image recognition tasks in recent years intersects with a
time of dramatically increased use of electronic medical
records and diagnostic
imaging. This review introduces the machine learning
algorithms as applied to medical image analysis,
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focusing on convolution neural networks, and
emphasizing clinical aspects of the eld. The advantage of
machine learning in an era of medical big data is that
significant hierarchal relationships within the data can be
discovered algorithmically without laborious hand-
crafting of features. We cover key research areas and
applications of medical image classication, localization,
detection, segmentation, and registration. We conclude
by discussing research obstacles, emerging trends, and
possible future directions. Chandra Prakash et. Al[2]
“Medical Image Fusion Based on Redundancy DWT and
Mamdani Type Min-sum Mean-of-max Techniques with
Quantitative Analysis” In this, author proposed 2 totally
different fusion techniques algorithmic rule that are
analyzed with quantitative metrics for 6 sets of brain
pictures noninheritable from CT and MRI-T2. The
experimental result shows that Mamdani sort MIN-
SUMMOM outperforms RDWT from the seeing
viewpoint and is additionally additional satisfactory as
verified with the quantitative metrics. The fusion
technique in medical pictures is helpful for capable
disease diagnosing purpose. This paper illustrates totally
different multimodality medical image fusion capability
and their results determine with varied quantitative
metrics. firstly 2 registered images CT (anatomical
information) and MRI-T2 (functional information) are
taken as input. After that the fusion techniques are apply
onto the input pictures corresponding to Mamdani sort
minimum-sum-mean of most (MIN-SUM-MOM) and
Redundancy separate wavelet transform (RDWT) and
therefore the resultant amalgamate image is analyzed
with quantitative metrics particularly Over all Cross
Entropy(OCE), Peak Signal –to- Noise ratio (PSNR),
Signal to Noise ratio (SNR), Structural Similarity
Index(SSIM), Mutual Information(MI). From the derived
results it's inferred that Mamdani sort MIN-SUM-MOM
is a lot of productive than RDWT and conjointly the
proposed fusion techniques give more info compared to
the input pictures as even by all the metrics.In author
work is find that lower value of OCE in case of MIN-
SUM-MOM indicates higher amalgamate pictures,
higher values of PSNR signifies higher quality of
pictures for MIN-SUM-MOM, higher values for SNR
justifies that contrast info for amalgamate pictures were
higher in MIN-SUM-MOM, higher values of SSIM just
in case of MIN-SUM-MON justifies that the amalgamate
pictures were almost like the initial input pictures {and
higher|and higher} values of MI counsel that MIN-SUM-
MOM offers better fusion results in comparison to
RDWT. Therefore the amalgamate image obtained from
MIN-SUM-MOM is a lot of informative and appropriate
from the clinical perspective, for efficient retrieval
purpose and therefore the amalgamate pictures also are
obtained quickly thus it's better.

Yong Yang et al [3] “Medical Image Fusion via an
EffectiveWavelet-Based Approach” In this author work
the fusion of multimodal medical images plays an

important role in many clinical applications for they can
support a lot of correct info than any individual supply
image. Author presents a completely unique wavelet-
based approach for medical image fusion, that consists of
3 steps. Within the opening move, the medical pictures to
be amalgamated area unit rotten into subimages by
wavelet transform. within the second step, once
considering the characteristics of HVS and therefore the
physical which means of the wavelet coefficients, the
coefficients of the low-frequency band and high-
frequency bands area unit performed with completely
different fusion strategies: the previous is chosen using a
most visibility theme, and therefore the latter is chosen
by a most native variance rule. so as to boost the standard
of the resultant image, all the combined coefficients area
unit then performed by a window primarily based
consistency verification. Within the last step, the
amalgamated image is built by the inverse wave rework
with the composite coefficients. The performance of the
planned technique is qualitatively and quantitatively
compared with some existing fusion approaches.
Experimental results show that the planned technique
will preserve a lot of helpful info within the amalgamated
image with higher spacial resolution and less difference
to the source images.

Richa Singh et al [4] “Multimodal Medical Image
Fusion using Redundant Discrete Wavelet Transform” In
this author work a completely unique medical image
fusion algorithmic rule is proposed that comes with
properties of RDWT decomposition, normalized mutual
info primarily based non-linear registration, and entropy
primarily based info selection. The proposed algorithmic
rule utilizes totally different options of Redundant
separate wavelet rework, mutual info primarily based
non-linear registration and entropy info to improve
performance. Experiments on the Brain net information
show that the planned fusion algorithmic rule preserves
each edge and element info, and provides improved
performance compared to existing separate wavelet
rework primarily based fusion algorithms. The
algorithmic rule is evaluated on the Brain net information
and experimental results showed that the proposed
algorithmic rule conserves vital edge and spectral info
while not a lot of of spatial distortion.

III. Method
III.1 BASED ON PREPROCESSING OF IMAGE FUSION

Two images taken in several angles of scene generally
cause distortion. Most of objects are identical however
the shapes amendment slightly. At the start of fusing
pictures, we've to create positive that every component at
related pictures has the association between pictures so as
to repair the problem of distortion; image registration
will do that. 2 pictures having same scene will register
along exploitation software system to attach many
management points. when registration, resembling is
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finished to regulate every image that on the brink of fuse
to a similar dimension. when resembling, every image
are going to be of a similar size. many interpolation
approaches is used, to resample the image; the rationale
is that almost all approaches we have a tendency to use ar
all pixel-by-pixel amalgamate. pictures with a similar
size are going to be straightforward for fusing method.
when the re-sampling, fusion algorithmic program is
applied. typically we've to transfer the image into
completely different domain, typically haven’t reckoning
on the algorithmic program. Inverse transfer is important
if image has been transferred into another domain. Fig.1
summarizes these steps referred to as, preprocessing of
image fusion..

FIGURE.1. PREPROCESSING OF IMAGE FUSION

Algorithm :
Step 1: (Initialization)

Output  |}{|(maxlog ,),(2 jiji cn  ,  set the LSP as

an empty list, add the coordinates Hji ),( to

the LIP, add the coordinates Hji ),(

accompanied by descendants to the list LIS, as

type A entries,

Step 2: (Sorting Pass)

2.1) for every entry (i, j) in the LIP do:

output Sn(i, j),

if Sn(i, j)=1

move (i, j) to the LSP,

output the sign of ci,j ,

2.2) for each entry (i, j) in the LIS do:

2.2.1) if the entry is of type A then

output Sn(D(i, j)),

if Sn(D(i, j)) = 1 then

* for each )ji,(l)k,( O do:

output Sn(k, l),

if Sn(k, l) = 1 then

add (k, l) to the LSP,

output the sign of ck,l ,

if Sn(k, l)=0 then

add (k, l) to the termination of the LIP,

*if 0j)L(i,  then

move (i, j) to the termination of the LIS, as an entry of

type B,

go to Step 2.2.2). Otherwise remove entry (i, j) from the

LIS,2.2.2) if the entry is of type B output Sn(L(i, j)),if

Sn(L(i, j)) = 1 then

*add every )ji,(l)k,( O to the termination of the LIS

as an entry of     type A,

*eliminate (i,j) through the LIS,

Step 3: (Refinement Pass)

For every entry (i, j) in the LSP, except those involves in

the last

Sorting pass (i.e., accompanied by the similar n), output

the nth most important bit of | ci,j |,

Step 4: (Quantization-Step Update)

Decrease n by 1 and move to Step 2.

III.2 Fusion of Multimodal Brain Images using
RDWT
Medical images captured at totally different time

instances can have variations because of geometric
deformations. To optimally fuse 2 2D/3D medical
images, we tend to 1st ought to minimize linear and non-
linear variations between them using registration
technique. Medical image registration is regarding
deciding geometrical revolution that aligns points in one
medical information set with corresponding points in
another information set [6]. we tend to 1st propose
mutual data based mostly non-linear registration
algorithmic program for registering multimodal medical
pictures. Mutual data could be a construct from scientific
theory during which applied math dependence is
measured between 2 random variables
III.3 Image Compression Process

A characteristic loss image compression system is shown
in Fig. 1. primarily it involves 3 closely connected parts
particularly (a) source Encoder (b) Quantizer, and (c)
Entropy Encoder. Compression is expert by applying a
linear remodel to decor relate the image information,
quantizing the ensuing rework coefficients, and entropy
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coding the measure values.

Compressor

Decompressor

Forward wavelet
transform

Quantizier Encoder

Inverse wavelet
transform

Dequantizier Decoder

Decompressed picture

Original picture

Figure.2. Image Compression Process

III. Simulation Results

In this section show implementation  result using
MATLAB for medical image analysis and shows their
parameter.

Figure 3  Original image

Figure 4    Convert Original image

Figure 5 Segmented NON ROI  and ROI Part

Figure 6 DCT Compress image



International Journal of advancement in electronics and computer engineering ( IJAECE)
Volume 10, Issue2, Feb. 2021, pp.140-145, ISSN 2278 -1412

Copyright © 2012: IJAECE (www.ijaece.com)

144

Figure 7  wavelet decomposition level

Figure 8 DWT Compressed ROI image

Figure 9 Reconstructed NON-ROI image

Figure 10 Reconstructed ROI image

Figure 11  Received  image after compression

Comparisons of Base Paper and Proposed work

Table 1 Comparisons of  Proposed work

Parameter values with different image

Table   2 Parameter values with different Image

Image PSNR

1 55.01

2 60.00

3 63.70

4 57.93

5 59.62

6 58.34

Here  figure 3 is input image.

.

IV. Conclusion

In this paper we have developed a procedure for line
dependent wavelet transforms. We pointed out that this s
transform can be subjected to the encoder or the decoder
and that it can hold compressed data. We provided an
analysis for the condition in which both encoder and
decoder are similar in terms of memory requirement and
complexity. We explained highly scalable spilt coding
algorithm that can work accompanied by a very low
memory in set with the line-dependent transform, and
demonstrated that its behavior can be competitive
accompanied by a state of the art image coders, at a
fraction of their memory uses. To the best of our
information, our work is the first to introduce a complete
execution of a low memory wavelet image coder. Its
another important advantage by creating a wavelet coder
attractive both in terms of speed and memory
requirements. This paper presents a novel wavelet-based
approach for medical image fusion, which consists of 3

Parameter
Proposed Method

(DWT,SPIHT)
PSNR 59.00
MSE 0.064
CR 4.8875
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steps. In the 1th step, the medical images to be fused are
decomposed into sub images by wavelet transform
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