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Abstract — The task of automatic image annotation is of grestrest because it can play a
crucial role in building an effective engine forage retrieval. Assigning descriptive keywords to
images allows users to search for images using dekt-based queries. Evaluating the
performance of an image retrieval engine is difféfhnan that of an annotation engine because in
retrieval we are only interested in the quality tok first few images associated with a given
keyword. Following (Carneiro et al., 2007), we haeported the average retrieval precision over
all keywords, as well as just the recalled keywpfds the first 10 retrieved images. It is widely
acknowledged that image annotation is an open arg difficult problem in computer vision.
Solving this problem at the human level may, peshapquire that the problem of scene
understanding be solved first. However, identifyidgects, events, and activities in a scene ik stil
a topic of intense research with limited success.
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Retrieval (ABIR) [Inoue (2004)]. The systems based
) ABIR can have some draw-backs. Researchers working
|. Introduction in CBIR have identified two limitations. The first

AUTOMATIC image annotation (AIA) has been studied limitation is that ABIR requires manual image arattm
extensively for a several years. AIA is definedtas ~ Which is time consuming and costly. The second
process by which a computer system automaticall))'m'tat'on is that human annotation is subjectived a

assigns metadata in the form of text description orometimes It is difficult to describe Image col 'm..by
K S . . . concepts. An AlA system can solve the first limdat
eywords to a digital image. This process is used i

image retrieval systems to organize and locate émar The second limitation remains a general questiah an
'mag y 9 unsolved problem for computer vision. AlA is sitest
interest from a database. This task can be regaadex

¢ multi-cl . lassificati ith ¢ on the frontier of different fields: image analysis
type of multi-class image classification with a enof 5 hine |earning, media understanding and infoonati

classes equal with vocabulary’s size. AIA can bense (otrieval. Usually image analysis is based on featu
also as a multi-class object recognition probleniciviis  \ectors and the training of annotation conceptsaised

a challenging task and an open problem in computebn machine learning techniques. Automatic annatatio
vision. The importance of this task has increasil the new images is possible only after the learning ehas
growth of the digital images collections. completed. General object recognition and scene
This image search is based on text retrieval becthes  understanding techniques are used to extract the
content of the image is ignored. For this reasonsemantics from data. This is an extremely hard task
sometimes the search performed does not lead thbecause AIA systems have to detect at least a few
satisfactory results. In order to avoid this draglbthe  hundred objects at the same time from a large image
researchers are looking for another way to seaoch f database.

images. A possible approach is to obtain a textualObject recognition and image annotation are very
description from the image and challenging tasks. For this reason a number of fsode
then use text retrieval for searching. A differapproach  using a discrete image vocabulary have been prdpose
is to combine two modalities for example text aigbal  for the image annotation task. One approach to
features when indexing images. Image retrievaldase automatically annotating images is to look at the
text is sometimes called Annotation Based Imageprobability of associating concepts with image oegi
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[Mori Y., et al. (1999)] used a Co-occurrence Model user image concept is difficult. Therefore, imagarsh
which they looked at the co-occurrence of concegtis using keywords is presently the most widely used
image regions created using a regular grid. Tanedd  approach. Content based indexing of images is more
the correct probability this model required largamtbers  difficult than for textual documents because theyndt

of training samples. Each image is converted inteteof ~ contain units like words. Image search is basedsing
rectangular image regions by a regular grid. annotations and semantic tags that are associatad w
The keywords of each training image are propagtied images. However, annotations are entered by usels a
each image region. The major drawback of the al@m«e  their manual creation for a large quantity of image
occurrence Model is that it assumes that if somevery time-consuming with often subjective results.
keywords are annotated to an image, they are pedpdg Therefore, for than a decade, automatic image atinat

to each region in this image with equal probakiditi has been a most challenging task.

[Duygulu P., et al. (2002)] described images using A Method

vocabulary of blobs. Image regions were obtainedgus '

the Normalized-cuts segmentation algorithm. Forheac Automatic image annotation methods require a qualit
image region 33 features such as color, textursitipp  training image dataset, from which annotationstéoget

and shape information were computed. The regions we images are obtained. At present, the main problétm w
clustered using the K-means clustering algorithito in these methods is their low effectiveness and sitityaip

500 clusters called “blobs”. The vector quantizedge g large-scale training dataset is used. Currenhodet
regions are treated as “visual words” and theirelahip  yse only global image features for search.

between these and the textual keywords can be tioug 1) We proposed a method to obtain annotations foetarg
as that between two languages, such as French aiimages, which is based on a novel combination céllo
German. The training set is analogous to a seligied  and global features during search stage. We ae tabl
bitexts — texts in two languages. Given a test ndlge  ensure the robustness and generalization needed by
annotation process is similar to translating theual  complex queries and significantly eliminate irrelay
words to textual keywords using a lexicon learneanf  results. In our method, in analogy with text docuatsge

the aligned bitexts. This annotation model calledthe global features represent words extracted from
Translation Model was a substantial improvementhef  paragraphs of a document with the highest frequericy
Co-occurrence model. [Jeon J., et al. (2003)] vie#®  occurrence and the local features represent keylsvor
annotation process as analogous to the cross-lingu extracted from the entire document. We are able to
retrieval problem and used a Cross Media Relevancidentify objects directly in target images and feach
Model to perform both image annotation and rankecobtained annotation we estimate the probabilityitsf
retrieval. The experimental results have shown that relevance.

performance of this model on the same dataset wé2) During search, we retrieve similar images caritaj
considerably better than the models proposed byrilMo the correct keywords for a given target image. For
Y., et al. (1999)] and [Duygulu P., et al. (2002Jhe  example, we prioritize images where extracted dbjet
essential idea is that of finding the training iresgvhich  interest from the target images are dominant isritore

are similar to the test image and propagate theijikely that words associated with the images déscthe
annotations to the test image. CMRM does not assumopjects.

any form of joint probability distribution on theisual  3)We place great emphasis on performance and have
features and textual features so that it does awéla  thys tailored our method to use large-scale imeajriing
training stage to estimate model parameters. Fir th datasets. To cope with the huge number of extracted

reason, CMRM is much more efficient in implemertati  features, we have designed disk-based sensitivigrtyas
than the above mentioned parametric models. There afor indexing and clustering descriptors. As show in

other models like Correlation LDA proposed by [Blei Figure.1
and J(_)rdan (2003)] that extenqls the Late_nt D|rtchlg ey ik bkl s
Allocation model to words and images. This model is ote-Drocesing poesing  fealurescalculation  indesing and clsteing”

estimated using Expectation-Maximization algoritand -
assumes that a Dirichlet distribution can be used t «@ : ¢ » 80

generate a mixture of latent factors. m 0 v
wi, w3, vl W 4 H.. * O

2

II.  PROPOSED SYSTEM % e S s

. . te fnement N - . . a
Focusing on visual query forms, many content-based s XY
image retrieval (CBIR) methods and techniques have e % = Ag;( «— L L
been proposed in recent years, but they have devera 0 ° @ @@@

drawbacks. On the one hand, for methods based eny qu sl ol cndes

by example, a query image is often absent. On thero Figure 1: Scheme of my method for automatic
hand, query by sketch approaches are too complex fo image annotation.

common users and a visual content interpretatioma of
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I1l. SYSTEM DESIGN graph which has a vertex for each connected conmone

determined by the color-based segmentation algorith
he region model contains in addition some geometri
roperties of regions such as the area of the megial

the region boundary. A forest of minimum spannieg$

is obtained using a modified form of the Boruvka's

algorithm. Each minimum spanning tree represents a

region determined by the segmentation algorithm.

B. The segmentation algorithm

For image segmentation we have used an our origin
and efficient segmentation algorithm [Burdescudd.al.
(2009)] based on color and geometric features of a
image. The efficiency of this algorithm concernsotw
main aspects:

a) Minimizing the running time — a hexagonal stavet
based on the image pixels is constructed and used i

color and syntactic based segmentation C. The Annotation Process

b) Using a method for segmentation of color imagespetails about the annotation process are preséetes.
based on spanning trees and both color and symtacti | The dataset

features of regions. _ We have used for our experiments the segmented and
A similar approach is used in [Felzenszwalb andgnnotated SAIAPR TC-12 [Segmented and Annotated
Huttenlocher (2004)] where image segmentation iSpapr TC-12 dataset], [Escalante H.J., et al. (2P10)
produced by creating a forest of minimum spanniegs  penchmark which is an extension of the IAPR TC-12
of the connected components of the associated w@igh joApR TC-12 Benchmark] collection for the evaluatio

graph of the image. of automatic image annotation methods and for shady
Fig.2. is presented the hexagonal structure useth®y aytomated annotation of natural images using an
segmentation algorithm: extended annotation model 7 their impact on multiiae

information retrieval. IAPR TC-12 was used to ewdu
content-based image retrieval and multimedia image
retrieval methods [Clough P., et al. (2006)], [Gnger

M., et al. (2007)]. SAIAPR TC-12 benchmark contains
the pictures from the IAPR TC-12 collection plus:
segmentation masks and segmented images for the
20,000 pictures, region-level annotations accordamg
annotation hierarchy, region-level annotations &ediog

an annotation hierarchy, spatial relationships
information. Each image was manually segmentedgusin
Figure 2: The grid-graph constructed on the hexajon  a Matlab tool named Interactive Segmentation and
structure of an image Annotation Tool (ISATOOL), that allows the interaet

A particularity of this approach is the basic usafighe  segmentation of objects by drawing points arourel th
hexagonal structure instead of color pixels. IrsthWiay  desired object, while splices are used to joinrtizeked

the hexagonal structure can be represented asda gripoints, which also produces fairly accurate segatent
graph G = (V, E) where each hexagon h in the stract with much lower segmentation effort. Each regiors ha
has a corresponding vertex)V , as presented in Fig.1. associated a segmentation mask and a label from a
Each hexagon has six neighbors and each neighbrhogredefined vocabulary of 275 labels. This vocalular
connection is represented by an edge in the sdttBeo  organized according to a hierarchy of conceptsriasix
graph. To each hexagon two important attributes arenain branches: Humans, Animals, Food, Landscape-
associated: the dominant color and the coordinaitése Nature, Manmade and Other. For each pair of regioms
gravity center. For determining these attributesewesed  following relationships have been calculated in rgve
eight pixels: the six pixels of the hexagon frontiend  image: adjacent, disjoint, beside, X-aligned, above

two interior pixels of the hexagon. below and Y-aligned. The following features haverbe
o o o extracted from each region: area, boundary/aredthwi
Image segmentation is realized in two distinct step and height of the region, average and standarchtieni

(1) A pre-segmentation step — only color informatie  in x and y, convexity, average, standard deviatiod
used to determine an initial segmentation. A cbl@sed  skewness in two color spaces: RGB and CIE-Lab.

region model is used to obtain a forest of maximum2, The annotation model based on an object oriented
spanning trees based on a modified form of thekal's  approach

algorithm. For each region of the input image it is

obtained a maximal spanning tree. The evidenceafor The Cross Media Relevance Model is a non-parametric
boundary between two adjacent regions is basech@n t model for image annotation that assigns words ® th
difference between the internal contrast and thereal entire image and not to specific blobs — clustélisnage
contrast between the regions. regions, because the blob vocabulary can give tose
(2) A syntactic-based segmentation — color andmany errors. Some principles defined for the reteea
geometric properties of regions are used. It islegseew  models [Lavrenko V., et al. (2001)], [Lavrenko ¥t al.
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(2002)] are applied by this model to automatically The smoothing parameteasandp determine the degree

annotate images and for ranked retrieval. Relevancef

interpolation between the maximum likelihood

models were introduced to perform a query expansion estimates and the background probabilities forvtbeds
a more formal manner. Given a training set of insage and the blobs respectively. The values determiried a

with annotations this model
probability of generating a word given the blobsaim
image. A test image | is annotated by estimatirggjdint
probability of a keyword w and a set of blo&s [

P(w,bl ,...bm)=J T P(J)P(w,b1 ,...., bm | J)Ra) the
annotation process the following assumptions ardema

a) it is given a collection C of un-annotated inmge

allows predicting the experiments for the Cross Media Relevance Modekwer

a = 0.1 andB = 0.9. Starting from the principles of the
CMRM model we have obtained an object oriented
model using the classes presented in table 1 aad th
mapping presented in table 2

Tablel. The classes used by the object orientectimod

Table 2. The mapping used between the CMRM model

b) each image | from C to can be represented by and the object oriented model

discrete set of blobs: | = {b1...om}
c) there exists a training collection T, of annetht

CMRM Model Object Oriented Model

images, where each image J from T has a duy
representation in terms of both words and blobs{d1
...bomwl..wn}

ap(w|J)

public double PWJ(Concept w,Image J,
IobjectContainer db, int cardT)

d) P(J) is kept uniform over all images in T
e) the number of blobs m and words in each image

and n) may be different from image to image.
f) no underlying one to one correspondence is asdum
between the set of blobs and the set of wordss it

P(b|J) Public double PBJ(Blob b, Image J,
m IobjectContainer db, int cardT)
P(w,b1, bn|J) Public double PWBsJ(Concept w, List<Blob>

blobs, Image J, IobjectContainer db, int
cardT)

assumed that the set of blobs is related to theoket

words. P(w,bl ,...,bom | J) represents the joinbabdity

P(w,bs, bm) public double PWBs(Concept w, List<Blob>
blobs, List<Image> T, IobectContainer db,

int cardT)

of keyword w and the set of blobs {b1...bm} conalited
on training image J.

An intuitive interpretation of this probability ifow
likely w co-occurs with individual blobs given that

For that object oriented model we have made some
changes in order to improve the results of the tatiom

have observed an annotated image J. Classes Members Member’s
In CMRM it is assumed that, given image J, the Type
events of observing a particular keyword w and @in I PictureN Stri
the blobs {b1...bm} are mutually independent, sat th mage IC l_'lre ame _rmg .
the joint probability can be factorized into indiuial Regions List<Regio
conditional  probabilities. This means thal) n>
P(w,b1l,...,bm|J) can be wﬂgtten as: Region Index Int
B(w.by, .. by J) = P(w] _,rjll_[P[bd N AssignedBlob Blob

o gy BowT) AssignedConcepts | Concept
PwiN=0-a) 75+ —7 @ Features- Features-

#b.J) #(b,T) )

P 1N = (-8 i:a‘ fr,. .8 ;:Tl ) VectprIFem Ve;tor
where: MatrixFilePath String
(1) P(w|J) , P(w|J) denote the probabilities oéstimg | BlOD Index Int
the word w, the blob b from the model of the imdge AverageFeatures FeaturesVe
(2) #(w, J) denotes the actual number of times the Vector ctor
word w occurs in the caption of image J. - doubl
(3) #(w, T ) is the total number of times w occins Features- Features List<dou
all captions in the training set T . Vector e>
(4) #(b, J) reflects the actual number of times soMConcept Name String
region of the image J is labeled with blob b. e
(5) #(b, T ) is the cumulative number of occurrence - Orlg_malIndeX Int -
of blob b in the training set. Regions- RegionA Region
(6) |J] stands for the count of all words and bIobReIationship RegionB Region
occurring in image J. : : :
(7) |T| denotes the total size of the training set. - - RelationshipMode String
(8) The prior probabilities P(J) can be kept unifor, H|era_(:h|ca!' ParentConcept Concept
over all images in T Relationship | ChildConcept Concept
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process obtained using the initial version. In fiJdqg et [ Image segmentation — the Segmentation module is
al. (2003)] it was mentioned that for the CMRM mbde using the segmentation algorithm described in 8eci

the experimental results have shown a mean precisioto obtain a list of regions from each new imagekign3.
value equal with 0.33 and a mean recall value egithl it is presented the list of regions obtained after
0.37. We considered that these values could béeurt segmentation together with the annotation result.
improved. In order to achieve this target some ghan [ Automated image annotation — this task is perfarme
were involved having as a result a modified modéle according with the steps involved by the Annotabade
experimental results will show better values forame method presented above. An example is given irtFig.
precision and mean recall.

The modified version concerns the following two exds @ Conea ngrene Somware
of the annotation task that will be taken into agdo =

when computing the probabilities:

only the images having regions associated with the
clusters identified based on the regions of the image
will be considered Using only the concepts and the
images associated with the identified clusters, emor
accurate values are obtained for the computecje ..
probabilities. In the initial version all conceptnd '
images were taken into account. The main drawbdck o
this version was represented by the fact that is wa
possible to have several concepts that were nevast

at all (or assigned to other clusters than the one:
identified) for a given image, but their frequeriaythe
training set was high, so a major contribution he t
probability value. Because the probability is cédted as  Fig.4. Image annotation
a sum of the contribution of each concept, high

Ditasats ] Cpas loass Viem Abaint

probability values were not always accurate. The entire annotation process is summarized ir5Fig.
3. Steps involved by the annotation process

The annotation process contains several steps:

1 Obtaining the ontology — the information providey [[segmentation > segmentimage method | Features > ExtractFeatures method

the dataset is processed by the Importer module. Th
concepts associated with images and their hiereathi
structure is identified. The Ontology creator madis
using that information to generate the ontologye Tiles
containing feature values (extracted from imagéoreg) L[ Annotation process - Annotatemage method |
are processed and stored in the database.

[J Obtaining the clusters — we have used K-mean
algorithm to quantize the feature vectors obtaifredh
:qhueaniir;:\rt]ilgr? seea:chan?matge gienne[ﬁ;e t?ai?nbii.g A;féetr vxt/giA” tasks involved by this process are implemernitea
represented as a set of blobs identifiers. For b it system having the architecture presented in Fig.6.
is computed a median feature vector and a list of

concepts that were assigned to the test imageh#vat Clustering Methods
that blob in their representation. The clusteringcpss is
summarized in Fig.3.

IList<Reg‘\cn> regions List<FeaturesVectors> features

v
Detect blobs -> Identify Blob, DetectBlobs methods

List<Concept> Concepts j List<Blob> blobs.

si:ig.5. Image annotation process

Assigned words

Database < |
o
J Characteristics Extractor Methods

‘ Automatic Annotation Module ‘

Features extractor

Feature Vectors

K-means algorithm

Ontology Creator Module ‘

T ‘ SAIAPRTC — 12 Dataset ‘
T I e —
Fig.3. Clustering process Fig.6. System’s architecture
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with limited success. In the absence of such inédiom,
4. Approaches and Implementation most of the image annotation methods have suggested
modeling the joint distribution of keywords and iges
In the work of Makadia et al. [10], they extt 3  to learn the association of keywords and low-lénelge
color histograms namely, RGB, HSV and LAB and 4 features such as color and texture. Most of thiege-sf-
textures namely, Gabor, Haar, GaborQ and Haar(sélhe the-art techniques require elaborate modeling and
are only basic global colors and texture featul&'e training efforts. The goal of our work was not tevdlop
believe that using these features to represeritithge is a new annotation method but create a family of very
not enough. We need more higher-level features thasimple and intuitive baseline methods for image
could represent image globally at the scene levelell annotation, which together create a useful anrwotati
as locally at the Region Of Interest (ROI) leveurkbn  evaluation platform. Comparing existing annotation
exhibits the exquisite ability at rapidly identifig the  techniques with the proposed baseline methods hedps
gist of the scene of the image. Usually, a humaseoker  better understand the utility of the elaborate ntiade
of an image at a fraction of second can summahee t and training steps employed by the existing teassq
essential information about the image such asOur proposed baseline methods combine basic distanc
indoor/outdoor, street, beach, landscape, etc.1H, measures over very simple global color and texture
Saliency is also a very important point of intereften  features. K-Nearest Neighbors computed using these
human observes image because they tend to focus arombined distances form the basis of our simpledye
some important regions or ROIs. Study has showh thalabel transfer algorithm. Our thorough experimental
the concurrent use of gist of the scene and saliema  evaluation reveals that nearest neighbors, evennwhe
major trait of human vision system [14]. These give using the individual basic distances, can outperfar
reasons for our idea. number of existing annotation methods. Furthermare,
simple combination of the basic distances (JEC)aor
pr— combination trained on noisy labeled data (Lasso),
outperforms the best state-of-the-art methods a@aeth
different datasets.

Training Global: Colors &

saliency Regions Feature Local Saliency: Label
Extraction Extraction Colors Transfer
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